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Abstract.  Generalized AI like ChatGPT cannot and should not be used for legal 
tasks. It presents significant risks for both the legal professions as well as litigants. 
However, domain-specific AI should not be ruled out. It has potential for legal 
research as well as access to justice. In this paper we call for the development of an 
open-source and distributed legal AI accessible to the entire legal community. We 
believe it has the potential to address some of limitations related to the use of general 
AI for legal problems and resolving disputes -- shortcomings that include legal 
misinformation or hallucinations, lack of transparency and precision, and inability 
to offer diverse and multiple narratives. 
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1.  Introduction 
Recent evidence shows that AI is becoming less intelligent, and the reasons are 

unknown. Findings suggest that ChatGpt is “drifting”[1] – also known as wild 
fluctuations in the technology’s ability to perform certain tasks. Over just a couple of 
months, the machine went from answering a simple math question 98% of the time to 
just 2%.  

What does this mean for the use of AI in law? Not that much, considering that 
general AI systems have never performed well in law. The use of AI for law has been a 
hot subject in computer science for quite some time.2 Very few people outside this world 
have been paying attention to language models. However, when OpenAI launched Chat-
GPT – the fastest-growing consumer application in history[13] – many realised the 
capability of AI for productivity tasks such email drafting, but also for more advanced 
technical task such as contract drafting or medical diagnostics. But here is the problem: 
the technology is not ready to be used at this scale. AI models are “notorious bullshiters”. 

[14] They are excellent at predicting the next word in a sentence, but they have no 
knowledge of what the sentence means.  

But we all knew about this. This is probably why OpenAI’s leader has reiterated that 
ChatGPT is a research project – although this has not stopped Microsoft from introducing 
it into Bing despite the inherent flaws of the technology.  

Now that the “cat is out of the bag,” tech giants are battling each other to develop 
the highest performing generative language model. And this is not limited to AI-powered 
search. They compete in computing services, productive software, and enterprise 
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software. What’s problematic is that we, the users are acting as “guinea pigs” by testing 
the technology for free. This war is now having “knock-off” effects in other areas like 
medicine and law. For instance, there is evidence of overreliance on general AI tools for 
legal advice and legal research. There have been several high-profile instances of the 
misuse of generative AI in courts. For example, a recent Forbes headlined “Lawyer Used 
ChatGPT In Court—And Cited Fake Cases.”  

While the issues of hallucination and citation are important, especially in the legal 
context, this paper will not be looking at AI flaws in depth. In fact, these have already 
been well documented.[17] Instead, this research is a non-technical doctrinal effort 
aimed to explore potential solutions for implementing dependable legal AI solutions that 
are accessible to the legal community as a whole. This project is part of a greater 
endeavour to develop an open-source legal AI system, OpenJustice.ai. It is also a modest 
attempt to address generative AI systems’ shortcomings when it comes to solving legal 
problems -- shortcomings that include legal misinformation, lack of transparency and 
precision, and inability to perform contextual legal reasoning tasks.3 The next section 
will review the main risks associated with the use of General AI tools in the legal context 
(2). The following section discusses the core features of reliable legal AI (3).  

2. Why Lawyers Should not Trust General AI 

While recent findings shows that generative AI can perform a wide range of legal 
task, and even pass the bar exam[18] the technology is not there yet. Generative AI 
architectures notoriously “hallucinate” incorrect answers with strong confidence, 
fabricating facts, citations, and details. Generalised LLMs like ChatGPT generate text 
by predicting the set of words that should follow, given an initial set of user-provided 
inputs. A “creative” element is introduced by randomly selecting sentence elements from 
a list of probable responses.  

In other words, AI systems are mostly statistical and therefore do not understand 
much, let alone legal problems. Generative systems are unable to grasp the semantic 
nuances of legal terminology. The same word can have different meanings in different 
jurisdictions: for example, “layoff” means “suspension” in Canada, but “termination” in 
the United States.  More concerning, generative AI systems may appear to grasp legal 
concepts, but be unable to perform counterfactual legal reasoning or classify modes of 
legal reasoning.[19]  

This might not be an issue for statistical legal tasks, like retrieving a precedent or 
applying simple rules to facts. However, this could be a hurdle for many deep legal 
reasoning that requires a multidimensional approach that involves an in-depth 
comprehension of a legal issue. In addition to hallucinations, there are also concerns 
biased analyses, a well-documented issue with the use of predictive AI in law.[8], [20] 
In fact, ChatGPT exhibits biases commonly found in humans, such as conjunction bias, 
probability weighting, overconfidence, framing, anticipated regret, reference 
dependence, and confirmation bias.[21]  

However, the concerns arising from the use of LLMs are not only confined to 
inaccuracies and the spread of legal misinformation. Even when generative AI provides 
reliable information the use of general LLMs may have adverse societal effects because 
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of their inclination to reflect a mainstream worldview. Provided LLMs become an 
important source of information this could lead to feedback loops, whereby the texts 
generated by large language models will percolate back into the web and serve as training 
data for the next generation of text generators, thus creating "AI echo-chambers" that 
will further narrow our universe of thinkable thoughts.[17, p. 30] This could undermine 
cultural diversity, limit the multiplicity of narratives that build collective memory, 
narrow users' perceptions, or impede democratic dialogue.  

Such influence is particularly problematic in areas such as law where there is no 
precise, mathematical "right answer," but rather a range of acceptable answers and room 
for discretion.  The use of LLMs in such cases will inevitably act as information 
facilitation, which implies that the answers they generate are not neutral representations 
of information. An LLMs of this kind raises two main concerns: First, it assumes that 
most legal problems are algorithmic and always call for a straightforward answer. This 
is a false assumption as we know that lawyers and adjudicators often offer inconsistent 
solutions for the same legal case.[9] This is probably why lawyers’ favorite answer is ‘it 
depends’. Second, an LLMs of this kind that the facts of future cases will be unchanged 
from those in the past. Yet, this is almost always never the cases considering that social 
context is constantly bring forward new facts along with new legal problems.[8, p. 18], 
[22, p. 31] Thus, employing such LLMs would pose to the autonomy and evolution of 
the law as it would lead to the de-norming of law as well as its ossification. 

Finally, generative AI systems are unexplainable as most LLMs are unable to cite 
their sources. As legal practice involves substantiating propositions based on relevant 
legal authorities, the lack of citations introduces significant risk, especially since 
generative AI systems tend to hallucinate case law or legislation. The process of citing 
the correct legal authorities is central to the job of lawyers - without citations, cases will 
have no legal standing. GPT4 have been demonstrated to cite the relevant statute and 
legal authority, however it continues to produce hallucinations and lacks the ability to 
connect relevant authorities together. The issue is further complicated by the fact that 
GPT4 is built on a snapshot of the internet at a set point in time. It is unable to account 
for any new developments in jurisprudence.   

3. Towards a Dependable Legal AI: Distributed Domain Adaptation 

Considering the evidence discussed in the previous section, a strong argument can be 
made against the use of legal applications that solely rely on a GPT. A sound alternative 
is to train a domain specific LLM for law. There are two ways to go about it.  One option 
is to develop a purpose-built generative AI model from scratch for law. A similar 
initiative has been undertaken in finance. In fact, Bloomberg recently deployed 
BloombergGPT, a 50-billion parameter large language model build from scratch [23]. 
To the best of our knowledge, such an initiative has not been undertaken in law. A second 
(cheaper) option is to fine-tune open-source foundational language models to customize 
the model with domain-specific and proprietary data. Base language models may be 
trained on -- (i) unstructured data, of which there is an abundance in many areas of law. 
This includes case law, journals, and other legal resources. (ii) structured data, which is 
more costly as it includes annotated data.  There are several layers of fine-tuning that can 
be performed with language models. See Figure 3. 



3.1.  Raw Data Fine-tuning   

Models trained on unstructured legal are tuned on a “masked language modelling 
task” [24] in which the model is essentially trained on a fill-in-the-blank task. As the 
“blanks” are already considered as present in the unstructured dataset by simply omitting 
a part of the data, this form of training on unstructured data is also known as “self-
supervised training”. With this method, the model can learn the nuances of a legal 
language. Note that the model can be refined to a specific area of law.  All that is needed 
is a corpus of raw legal documents.  

3.2. Instruction Fine-tuning 

Instruction response annotation or fine-tuning is a process that involves feeding the 
model structured data in the form of question-response pairs. The model is trained using 
these annotated examples. The model learns to recognize patterns and make predictions 
based on the given instructions and desired responses. This interdisciplinary approach 
ensures that AI systems become more intelligent, responsive, and capable of effectively 
assisting users in a conversational manner. 

Figure 2 shows how fine-tuning works in the legal context.4 Through a secured 
interface, law students – under the supervision of legal professionals –provide insights 
on real-world questions found in popular forums or online community pages such as 
Reddit and Law Stack Exchange.5  

 
Figure 1. Question-Response Fine-tuning. 

3.3. Open-Source Feedback Fine-tuning  

Reinforcement human learning feedback is a concept in which AI models are trained 
using feedback from human experts to improve their performance. This involves creating 
an interface that allows the user to test the model and provide feedback. For example, if 
the system provides incorrect information in response or citation to a query, a human 

 
4 This is drawn from the OpenJustice project (originally called Smart Legal Clinic).  
5 The process will contain two stages. In Stage 1, the development process consists of the following steps 
(Figure 1): (1) Highlight text to tag the legal domain along with the legal problem in non-legal terms as 
described by a user. (2) Reframe the problem in legal terms and associate the relevant legal source. (3) 
Apply facts to the relevant law and translate answers in non-legal terms in the form of a short test. In 
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expert can correct or validate the results. In the legal context, we strongly recommend an 
open-source approach, that is: a non-proprietary version of the model should be openly 
accessible to the entire legal community; that is, both law schools and legal professionals 
(Figure 2). In fact, we think it is key to invest in truly open LLMs for law as one of the 
most immediate issues for the research and legal community is the lack of transparency 
in these systems. For instance, most of these systems are unable to provide the chain of 
reasoning and are unable to provide accurate citations. We think that one of the reasons 
is that the underlying training sets of ChatGPT and its others are not publicly available. 
This goes against the move towards open science and makes it hard to use LLMs for 
legal tasks considering the importance of transparency in legal reasoning. To counter this 
opacity, the development of open-source alternatives should be prioritized.[25] While 
non-commercial organizations lack the resources to compete with private ventures, some 
academic collaborations have emerged. BigScience has created a large LLM called 
Bloom, and the Conflict Analytics Lab has created an open-source legal AI called 
Openjustice.ai.  

 

 
Figure 2. Legal Community Feedback 

With this in mind, we do not think it should be open to the public – at least yet – for 
several reasons. First, AI systems (even domain-specific), hallucinate too often. It would 
be irresponsible to let such a system provide legal information for self-represented 
litigants. It needs further training before it is released to the public. Second, opening 
feedback opportunities to the public might jeopardize the integrity of the data as non-
lawyers may be inclined to provide inaccurate and misleading feedback to the model. 
We believe that such systems will help to obtain clean performance for training language 
models in contrast models entirely open to the public, such as ChatGPT. In fact, the 
openness of GPT models might be one of the reasons that GPT4’s performance is drifting 
[1]. Finally, even if there was a perfect language model, even untrained lawyers are likely 
to have the required prompting skills to extract the most useful information out of the 
model.  

3.4.  Decentralised Fine-tuning: Combining Open and Closed Systems   

We suggest here a novel approach to reinforcement learning with a combination of open-
source and closed datasets. This would create customized intelligence capabilities. As 
discussed earlier, the open-source dataset would rely on the legal community at large 
including law schools, legal clinics, industry partners, and research users who can 
contribute to the open model. Inputs are decentralized only by legal professionals to distil 
legal principles into the language models rather than misinformation from the general 
public. 

As for the closed dataset, it would be drawn from industry partners’ proprietary data 
and feedback. While proprietary data cannot be disclosed, the two systems will learn 
from each other and improve the underlying generalized legal model. Such a system 



would involve training the language model over remote devices or siloed data centers, 
such as mobile phones or law firms servers, while keeping data localized [26]. 

 
Figure 3. Multilayered Fine-tuning 

Larger-scale initiatives such as OpenAI or Hugging Faces are, by contrast, taking 
different approaches, i.e., to develop an Artificial General Intelligence. However, while 
the underlying rationale is different, these models can serve as solid foundational models 
to be built upon for domain specific models. As for smaller scale projects, such as Lexis 
+ AI or Harvey, they rely primarily on proprietary closed datasets. We believe the 
consequences of that will be embedded bias and inconsistent performance. Thus, open-
source initiatives are in some ways more modest in the sense that we are limited to 
distilling principles established from law into language models. However, they might 
show better performance as well as societal benefits for the legal community and self-
represented litigants.  In fact, early evidence shows fine-tuning language models for law 
shows impressive results with fewer hallucinations and more explainable results with 
better citation retrieval [2], [3], [19], [27]. With that in mind, we note that legal citation 
retrieval techniques are still limited and cause LLMs to poorly answer questions on 
incorrectly sourced raw data. At the time of writing, this remains a question that deserves 
further research [28], [29]. 

4. Conclusion 

We have demonstrated a strong argument that generalized AI such as ChatGPT 
cannot and should not be used for legal tasks. Its use presents significant risks for the 
legal professions as well as litigants. However, it should not be ruled out. It has potential 
for legal research as well as access to justice. This paper called for the development of 
an open-source and distributed legal AI accessible to the entire legal community. We 
believe it has the potential to address some limitations related to the use of general AI 
for legal problems and resolving disputes -- shortcomings that include legal 
misinformation or hallucinations, lack of transparency and precision, and inability to 
offer diverse and multiple narratives. Early evidence on fine-tuning shows impressive 
results with fewer hallucinations and more explainable results. With that in mind, many 
questions deserve further research. In particular, domain-specific LLMs research calls 
for empirical findings on performance. Having an industry specific measuring stick to 
gauge performance is essential. There must be clear metrics to assess how much an AI 
hallucinates or whether it can provide its chain of reasoning with diverse narratives and 
accurate citations. In addition, research must reflect on the human-AI collaboration 
component of LLMs. In the legal context, formulating effective prompts is challenging 
for non-experts, especially when it comes to legal inquiries. Future research should 
address these concerns related to open access legal generative AI by investigating the 
ability of non-lawyers to engage effectively in "end-user prompt engineering."   
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